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Abstract

Prominence variation is known to be determined in

part by discourse factors, such as the givenness or

newness of the discourse entity being realized to the

discourse. However, few empirical studies have been

carried out to explain a wider range of phenomena oc-

curring in natural speech corpora. In this study, cor-

pus linguistics methods are applied to a task-oriented

monologue corpus to show that the given/new di-

chotomy does not explain the data at hand. Rather,

there are marked linguistic con�gurations in which

discourse focusing status combines with other linguis-

tic cues to meaning { such as grammatical function

and form of referring expression { to convey subtle

shades of given/new that can be captured by using a

computational discourse model to de�ne attentional

focusing status.
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1. INTRODUCTION

It is an accepted principle of prosody that new infor-

mation is likely to bear accentual prominence while

given information will not. This corpus-based study

reports data from extended spontaneous discourses in

which this principle is not directly obeyed. Rather,

the majority of expressions, both given and new, are

realized with citation-form accentuation. Signi�cant

di�erences in prominence do not arise between the

classes of discourse-given and discourse-new items,

but do arise when subclasses of given and new items

are de�ned within a computational discourse mod-

eling framework. Further, the marked cases of ac-

centuation show signi�cant interactions with two lo-

cal focusing features, grammatical function and form

of referring expression, extending our present under-

standing of the roles these features play in determin-

ing prominence patterns in discourse.

2. CORPUS AND METHODS

Corpus linguistics methods were applied to nine spon-

taneous direction-giving monologues from the Boston

Directions Corpus [9], produced by a male American

English speaker. The corpus consists of spontaneous

and read elicited monologues. The speakers provide

information for using public transportation to get be-

tween points in the Boston area, based on scenarios

given by the experimenters. The corpus analyzed for

this study totalled 2359 words, comprising 621 refer-

ring expressions.

2.1. Coding Referring Expressions

To provide an objective de�nition of a referring ex-

pression, a syntactic de�nition was used. Minimal,

non-recursive noun-phrase (NP) constituents (mean-

ing none of its child constituents are NPs), referred

to as baseNPs, were identi�ed using Collin's lexical

dependency parser [2]. In the following complex NP,

baseNPs appear in square brackets:

[the brownstone apartment building]

at [the corner] of [Beacon] and [Mass

Ave]

BaseNPs were taken as units of referring expressions

and were semi-automatically labeled for grammatical

function and form of referring expression.

2.2. Discourse Analysis

BaseNPs also provided the minimal units labeled for

coreference relations and attentional status in the dis-

course. Strict coreference relations amongst the refer-

ring expressions were identi�ed by hand using DTT

(Discourse Tagging Tool) [1]. The coreference rela-

tions were then automatically combined with statis-

tically reliable discourse segmentations [6] to derive

the discourse focusing status of referents, using a sys-

tem de�ned in [7] based on the focus-stack model of

global focusing proposed in [4]. Discourse-new ref-

erents not in any coreference relations are assigned

to the \single-mention" status. Discourse-new refer-

ents that begin reference chains belong to the \�rst-

mention" class. Referents whose closest antecedent

occurred in the same, previous, or earlier discourse

segment are assigned to the \immediate", \neighbor-

ing" and \stack" classes respectively, re
ecting the

discourse focusing status of the antecedent in the at-

tentional structure. (See also [3]).

2.3. Consituent-based prominence classes

Prominence was analyzed semi-automatically accord-

ing to a constituent-based scheme [7, 8] that judges

the deviation from the citation-form accent pattern

for the entire referring expression.1

1Citation-form accentuation for this study was determined

automatically by a TTS system that received each sentence
1



In this scheme, an expression whose accent pat-

tern matches citation-form,word-for-word, is assigned

to the citation class. Expressions with fewer or more

accented words than citation-form are assigned to the

reduced and supra classes respectively. If there

are mismatches between the citation-form and the ac-

tual accenting in both directions, then the expression

belongs to the shift class. To summarize, for each

baseNP, one of the following four accenting patterns

was assigned:

� Citation form: exact match between actual

and TTS-assigned word accenting.

� Supra: the actual accentuation includes at least

one additional accented word than the TTS pre-

diction, and no accented words are predicted

unaccented by TTS.

� Reduced: the actual accentuation includes at

least one unaccented word that is accented in

the TTS prediction, and no unaccented words

are predicted accented by TTS.

� Shift: At least one accented word is predicted

unaccented by TTS, and at least one unaccented

word is predicted accented by TTS.

Table 1 illustrates this accent classi�cation system

with several examples from the Boston Directions Cor-

pus.

3. RESULTS

3.1. Distributional Analysis

Distributional analysis of the annotated corpus (see

Table 2) showed that the prominence of discourse-

new entities (i.e. single-mention and �rst-mention)

did not di�er signi�cantly from discourse-old enti-

ties (i.e. immediate, neighboring and stack focus)

(p<.32, �2=3.52, df=3). However, statistically signif-

icant di�erences arose between the prominence classi-

�cations of the �ve separate focusing statuses (p<.03,

�
2=23.95, df=12). The variation appears to arise not

in the distribution of citation-form expressions, which

is 70-80% across focus classes, but in the distribu-

tions of supra, reduced and shift expressions (p<.008,

�
2=21.05, df=8).

When citation-form expressions are factored out,

the distributional trends are as follows: (1) single-

mention expressions are more likely to be supra than

reduced compared to the overall population, while (2)

�rst-mention items are more likely to be reduced; (3)

immediate focus items exhibit the most shift promi-

nence patterns, and also more supra prominence than

reduced; (4) neighboring focus items display similar

distributions of supra and reduced prominence; (5)

in the corpus in isolation. The actual accenting was deter-

mined by prosodic labeling using the ToBI standard [10]. Word

accenting predictions were produced by the Bell Laboratories

NewTTS system [12].

stack focus items are much more likely to be reduced

than supra, compared to the overall population.

3.2. Given Items

Interpreting the results for \given" items (i.e. imme-

diate, neighboring, stack), it appears that the more

distant the antecedent in the hierarchical discourse

focus structure, the more likely prominence reduc-

tion becomes. This is based on the fact that imme-

diate focus items are on the whole more prominent

than neighboring focus items, which are in turn on

the whole more prominent than stack focus items.

This data challenges the claim that items that are

re-introduced to a discourse are generally made more

prominent than those that remain in focus [5, 11].

3.2.1. Form of Referring Expression

The �nding that prominence \fades" as more \given"

items are re-introduced is a curious one. However,

an explanation lies in the signi�cant interaction of

form of referring expression with the deaccentuation

of given items in general. Of all reduced items, there

is a signi�cant tendency (Table 3, p<.0002, �2=14.85,

df=1) for given items to be realized by proper name

expressions (91%); in comparison, new items are re-

alized by proper name expressions only 52% of the

time.

Discourse Form of Referring

Status Expression

Name Other than name

Given 35 3

New 17 16

Table 3: Interactions of form of referring expression,

prominence and discourse focusing status.

The discovery of this interaction is consistent with

the theoretical claim made in earlier related work [7]

that for reduced, proper name expressions, the form

of expression conveys the relative newness of the dis-

course item into the attentional model, while the lack

of prominence conveys the fact that the item has

been attended to in the prior discourse. The cou-

pled gradation of givenness and accentual reduction

is nonetheless a novel and unpredicted result that ex-

tends previous empirically based results.

3.3. New Items

As for \new" items (i.e. single-mention, �rst-metnion),

the given/new principle predicts that �rst-mention

and single-mention items would be similarly promi-

nent. However, while single-mention and �rst-mention

items both occur with citation form prominence about

three-quarters of the time, there is a tendency for



Accent class TTS-assigned accenting Actual accenting

citation a little shopping area a little shopping area

we we

supra one one

a pretty nice ambiance a pretty nice ambiance

reduced the Green Line subway the Green Line subway

yet another right turn yet another right turn

shift a very fast five minute lunch a very fast five minute lunch

Table 1: Examples of citation-based accent classes from the Boston Directions Corpus.

Focus Accent Class

Class Citation Supra Shift Reduced

Single-mention .73 .16 .06 .10

First-mention .74 .07 .01 .18

Immediate .80 .11 .03 .06

Neighboring .77 .11 { .12

Stack .70 .11 .18 .18

Average .76 .12 .01 .11

Total N 471 73 9 68

Table 2: Distributions of discourse focusing status for each accent class.

single-mention items to be otherwise slightly more

prominent than �rst-mention items, as evidenced by

the supra and reduced distributions. Further, im-

mediate focus items are overall more prominent than

either of the new item categories. Thus, the simple

dichotomy of given/new fails to explain the data at

hand.

3.3.1. Grammatical Function

Further distributional analysis reveals that grammat-

ical function plays an important role in determin-

ing the prominence of discourse-new items. When

the single-mention populations of supra and reduced

items are compared, there is a signi�cant tendency for

single-mention supra items to appear in adjunct po-

sition (83%). Single-mention reduced items, in con-

trast, appear in adjunct position only 35% of the

time. This di�erence in distributions is signi�cant

at p<.002, �2=10.64, df=1. (See Table 4).

Single-mention Grammatical Function

Adjunct Non-adjunct

Supra 24 5

Reduced 6 11

Table 4: Interactions of grammatical function, promi-

nence and single-mention discourse givenness.

However, for �rst-mention items, the opposite ten-

dency occurs at a signi�cant level (Table 5, p<.02,

�
2=10.37, df=3). That is, reduced �rst-mention items

occur in adjunct or direct object position 94% of the

time, while supra �rst-mention items occur in subject

position 50% of the time and in adjunct position 50%.

Thus, grammatical function interacts signi�cantly

with discourse focusing status to determine promi-

nence markings based not only on discourse struc-

tural features, but also on the lexical semantics that

underly argument structure, and the sentence seman-

tics that underly sentential structure. Grammatical

function was shown in [7] to make independent con-

tributions to accentuation, apart from discourse fo-

cusing status.

4. CONCLUSION

This corpus linguistics study continues earlier work

[7], by further examining the rich interactions be-

tween attentional modeling, coference relations, gram-

matical function and formof referring expression. While

patterns of prominence in spontaneous discourse that

run counter to the given/new principle overall are

uncovered, more subtle trends in accentuation can

be identi�ed when more sophisticated computational

discourse modeling is brought to bear. The results ex-

tend the approach of [7], in which prominence is seen

to play a role in both local and global discourse fo-

cusing processes, and at the same time is constrained

in interpretation by the linguistic con�gurations that

dynamically unfold throughout the discourse. A view



First- Grammatical Function

mention Adjunct Subject Direct Object Appositive

supra 3 3 0 0

reduced 10 0 5 1

Table 5: Interactions of grammatical function, prominence and �rst-mention discourse givenness.

of the given/new hypothesis from the perspective of

computational discourse modeling can provide expla-

nations that cover the data and are consistent with

previous empirically based principles of prominence

interpretation.
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