SLIDE 1: HMM INTRO

HMMS and MEMMS are sequence classifiers

A model whos job is to assign some label or class to each unit in a sequence.

Extend the FSA (also a sequence classifier) by adding probabilistic weights to the arcs.

Sequence classification can be applied to tasks like: POS tagging, speech recognition, sentence segmentation, partial parsing/chunking, named entity recognition, and information extraction.

SLIDE 2: Markov Chains

To introduce HMMS, we’ll start with Markov chains. 

Sometimes called observed Markov model (nothing hidden)

A Markov chain is a special case of a weighted automaton in which the input sequence uniquely determines which states the automaton will go through.

Given all we’ve said about ambiguity in natural language, are there cases where, nonetheless, a Markov chain would be useful?

SLIDES 4 and 5

Two Markov chains.


One for determining how weather is likely to change. Note that we can go from any one state into an other state. The a’s represent the probabilities associated with each transition.

A special start and end state.


The other for determining word sequences. The second is just a bigram model. 

SLIDE 12: COMPUTING PROBABILITIES IN THE WEATHER MODEL

Rainy-rainy-rainy-rainy

P(3,3,3,3) = (1a11a11a11a11 = 0.2 x (0.6)3 = 0.0432

Hot-hot-hot-hot (P(1,1,1,1)

Initial probability for hot: .5*

Times probabilities for staying in hot: .5*.5*.5 = .0625

Cold-hot-cold-hot (P(2,1,2,1)
Initial probability for cold: .3*.2*.2*.2 = .0024

SLIDE 13: HIDDEN MARKOV MODELS

The same architecture comes up in speech recognition

We see (hear) acoustic events in the world and have to infer the presence of hidden words

The words are the underlying causal source of the sounds.

Thsu, HMMS represent causal models also.

SLIDE 14: HIDDEN MARKOV MODELS (terminology)

A set of N states. We said that the states represent the hidden information. We don’t know what state we’re in without traversing the model. So, for POS tagging, what would the states represent?

Observations (a sequence) drawn from a vocabulary. For POS tagging, what are our observations? And what  is our vocabulary?

A transition probability matrix A: the probability of moving from state I to state j. For POS tagging what would these probabilities represent? 
B = b,(ot)  A sequence  of observation likelihoods (also called emission probabilities). Each expresses the probably of an observation being generated from state i. Again, for POS tagging what would these observation likelihoods represent? We can think of the HMM as representing a network where as we pass through the network of POS tags, we generate words. In reality though, we see the words and determine the likelihood of POS tags.

Note that start and end states are not associated with observations. Just the probability of moving into a state with a tag or the probability of ending. If we’re dealing with sentences, what observation would tell us we should move into the end state?

SLIDE 15: SOME CONSTRAINTS

Bi(k) = 1  The probability of generating a word k given state I, for all words, must equal 1.
SLIDE 16: Assumptions

The Markov assumption we have seen before. Note, that we can have order 2 Markov models.

Output independence assumption: this says that the output (word in our case) is only dependent on the current state (POS tag) in our case. Drop the dependence on all previous words. This may not be exact, but it’s a workable assumption.

Slide 20: HMM for Ice Cream

Note the B probabilities: the observation probabilities. These say: given that I’m in state Hot, how probable is it that Jason has eaten 1 ice cream today? 2? 3? (So we’re limiting him to 3 ice creams a day (.

Slide 21: HMM Structure

Note that the ice cream HMM is an ergodic structure. Every state is connected to every other state. We can have any number of hot days followed by any number of cold days and vice versa. 

For some tasks, this is not a good model. For example, in speech, what we observe are the acoustic signals making up a word. They come in a temporal order and we can not go from the last back to the first.  We cannot reverse time.

DO EXAMPLE HERE

SLIDE 29: HMM ERROR ANALYSIS
Row labels: correct tags

Column labels: tags that the system gave

Cell (x, y) contains the number of times an item with correct classification x was classified by the model as y. 

This chart is from the tagging experiments of Franz in 1996. Cel indicates percentage of the overall tagging error. 

e.g. 4.4% of total errors were caused by mistagging a VBD as a VBN.

